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Extreme warmth and heat-stressed plankton in
the tropics during the Paleocene-Eocene
Thermal Maximum
Joost Frieling,1* Holger Gebhardt,2 Matthew Huber,3 Olabisi A. Adekeye,4 Samuel O. Akande,4

Gert-Jan Reichart,5,6 Jack J. Middelburg,5 Stefan Schouten,5,6 Appy Sluijs1

Global ocean temperatures rapidly warmed by ~5°C during the Paleocene-Eocene Thermal Maximum (PETM;
~56 million years ago). Extratropical sea surface temperatures (SSTs) met or exceeded modern subtropical
values. With these warm extratropical temperatures, climate models predict tropical SSTs >35°C—near upper
physiological temperature limits for many organisms. However, few data are available to test these projected
extreme tropical temperatures or their potential lethality. We identify the PETM in a shallow marine sedimen-
tary section deposited in Nigeria. On the basis of planktonic foraminiferal Mg/Ca and oxygen isotope ratios and
the molecular proxy TEXH

86, latest Paleocene equatorial SSTs were ~33°C, and TEXH
86 indicates that SSTs rose to

>36°C during the PETM. This confirms model predictions on the magnitude of polar amplification and refutes
the tropical thermostat theory. We attribute a massive drop in dinoflagellate abundance and diversity at peak
warmth to thermal stress, showing that the base of tropical food webs is vulnerable to rapid warming.

INTRODUCTION
Global ocean temperatures rapidlywarmed by ~5°Cduring the Paleocene-
Eocene ThermalMaximum (PETM) [~56million years ago (Ma)] (1–4).
This warming coincided with a global negative stable carbon isotope
excursion (CIE) recorded in terrestrial andmarine sedimentary compo-
nents in conjunction with deep ocean carbonate dissolution, reflecting
the injection of 13C-depleted carbon into the ocean-atmosphere system
(1). Reconstructions indicate that mid- and high-latitude temperatures
met or exceededmodern tropical temperatures (24° to 29°C) during the
PETM (5), which, based on climate model simulations, would require
extremely warm (>35°C) tropics (6, 7). These temperatures approach
upper physiological limits for many extant organisms (8, 9). Problema-
tically, records in the subtropical-to-tropical latitude band (10–12) are
often stratigraphically complex or incomplete, based on single proxies,
or seem to be geochemically altered.

The lack of PETM proxy data from the tropics has hampered at-
tempts to address questions essential for predicting future tropical cli-
mate change (13). For example, to what extent are tropical temperatures
affected by greenhouse forcing, and what does this imply for tropical
thermostat theory, meridional temperature gradients, and equilibrium
climate sensitivity during the PETM? Furthermore, howwas the bio-
sphere affected in tropical near-shore environments (14)?

To assess these outstanding issues, we studied samples from bore-
holes IB10A and IB10B and the SagamuQuarry (SQ) from theOshosun
Formation, Dahomey Basin, Nigeria (fig. S1). The Paleocene to Lower
Eocene sediments of the Oshosun Formation were deposited on the
shelf at 1°S to 7°S paleolatitude (15, 16) and can be traced laterally over
the Dahomey Basin (17). They typically consist of dark graymudstones

and are ~100 m thick in the IB10 cores. We generated organic and
inorganic geochemical and micropaleontological data to locate the
PETM and assess environmental change.

RESULTS AND DISCUSSION
We find planktonic foraminifer species indicative of Paleocene zones
P4b, P4c, and P5 in the SQ and the IB10B core (see fig. S2 and Supple-
mentary Text). Slightly above the stratigraphic range of these species in
the IB10B core [from 80 to 77 m below surface (mbs)], we record a
~4‰ negative CIE in total organic carbon (TOC) and in palynolog-
ical residue (Fig. 1). The presence of Morozovella acuta [last occur-
rence, 54.7 Ma (31)] above the CIE in the IB10B core implies that
this CIE represents the PETM (see Supplementary Text for detailed
stratigraphy).

The general d13CTOC pattern is mimicked in the d13C measured on
the isolated palynological residues (d13Cpaly), whichmainly consists of
dinoflagellate cysts (dinocysts). However, d13Cpaly values are up to
~7‰ higher than d13CTOC values in the interval between 80 and
77 mbs (Fig. 1B). This interval has relatively high TOC and dinocyst
concentrations 2- to 50-fold higher than below (Fig. 1D), pointing to
high marine productivity. This likely caused high d13CDIC values
that, in turn, lead to high d13Cpaly and d13CTOC, in fact close to the
Paleocene value for d13CTOC.We therefore place the onset of the CIE
at ~80 mbs. The onset of the CIE is followed by an interval with stable
d13C values up to ~70mbs, often referred to as the “body” of the CIE,
and a subsequent gradual recovery phase to ~65mbs, suggesting that
the PETM in our record is complete [see the study by Bowen (32)
and references therein].

For the SQ, a 2‰ negative CIE in foraminifer carbonate at the top of
the section slightly above the P4c/P5 planktonic foraminifer zone
boundary suggests the presence of the onset of the PETM (19). Howev-
er, not all foraminifer isotope records are consistent with this inference.
In addition, overlying strata are affected by weathering, and planktonic
foraminifer abundances decrease (19). Therefore, only pre-PETM tem-
peratures can be inferred unambiguously from the SQ, and we focus on
the IB10B core for the PETM.
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represents the environmental substrate for evolution as a
smooth flat surface on which forward diffusion and
backward coalescence are easily modeled. In a uniform
environment, evolutionary rates can also be assumed to be
more or less uniform over time. Thus, a rate of, say, 2%
DNA sequence difference myK1, calibrated in a few
instances, is easily generalized to imagine a history of
divergence for all such comparisons.

However, the geological history of the Earth is more
complicated, with episodic environmental perturbations of
varying intensity and duration. The Paleocene–Eocene
transition is worthy of study in its own right, as a model
for environmental change and evolutionary response
during a natural global greenhouse event. But the
PETM is also instructive as an example of how disturbed
the environment of the Earth has been and how
profoundly such disturbances have altered the history of
life. Another example of profound disturbance is that at
the Mesozoic–Cenozoic or Cretaceous–Paleogene bound-
ary, when the Age of Mammals began [53]. A challenge
now is to develop realistic models of evolutionary
diversification on an historical environmental substrate.
Such modeling might finally reconcile molecular clock

estimates of divergence with times of diversification
documented in the fossil record.

Global greenhouse warming
The PETM is relevant for considering both causes and
consequences of global greenhouse warming. We live now
in a phase of global warming, and one concern is the
threshold at which warming begins to mobilize seabed
methane. Reaching this threshold would initiate the kind
of runaway feedback warming that characterized the
beginning of the Eocene. No one knows what the threshold
is, but we know that there is one. We also know that
runaway warming is possible and, probably, at that
stage, uncontrollable.

What might be the consequences? One is the possible
mammalian (and human?) dwarfing that might result
from oxidation of methane to produce an atmosphere
enriched in CO2. A 4–78C rise in mean annual tempera-
ture would melt polar icecaps and raise sea levels
substantially, flooding many densely populated parts of
the world and challenging our ability to adapt agricultu-
rally. We still do not understand why PETM warming
caused extinction of benthic forams and, at the same time,

Figure 4. Size change and apparent dwarfing in the mammalian genus Ectocion evolving across the Paleocene–Eocene boundary in the Polecat Bench section of Figure 1.
Ectocion parvus was approximately half the weight of typical E. osbornianus. Abscissa in (a) is the natural logarithm of tooth crown area and, by inference, body weight.
Ordinate is agemodel, in million years, from Figure 1. Solid circles represent individual specimens, and a total of 452 individuals from 78 stratigraphic levels are plotted. Red
line tracks the means of successive samples. Differences between successive means are plotted relative to sample size in (b) to show that the only differences significantly
greater than expectation are associated with the Wa-0 sample and PETM (diamonds). Rate plot in (c) shows that no rates are greater than expected for their timescale,
including those associated with the Wa-0 sample. (For further information, see [44]).
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For sea surface temperature (SST) reconstructions, we use theTEXH
86

paleothermometer (33), based on the relative abundances of membrane
lipids of marine Thaumarchaeota (see Supplementary Text for cali-
bration and potential caveats). TEXH

86 indicates average latest Paleocene
SSTs of 33.6 ± 0.4°C (n = 7) and 33.4 ± 0.2°C (n = 9) based on the
sediments from the SQ and the IB10B core, respectively (Fig. 1, A and
C). The reconstructed SSTs exceed the range of themodern ocean core-
top calibration by ~4°C, and thus, care has to be taken in interpreting
these values. However, in mesocosm experiments (34), archaeal mem-
brane lipids have shown a continuous linear relation with temperature
up to 40°C, which provides support for extrapolation. If a linear TEX86

calibration, such as the Bayesian calibration (35), or any of the meso-
cosm calibrations (33) were used, then reconstructed SSTs would be
higher (see Supplementary Text for detailed discussion).

We also reconstruct Paleocene SSTs by analyzing the Mg/Ca ratios
and the oxygen isotopic composition (d18O) of glassy, mixed-layer–
dwelling planktonic foraminifers Acarinina spp. (mostly Acarinina
nitida and Acarinina soldadoensis) and M. acuta from the SQ only,
because foraminifera from the IB10 cores are unfortunately poorly pre-
served. ForMg/Ca,we assumePaleocene seawaterMg/Caof 2molmol−1,
correct for the nonlinear response under changingMg/Ca (36), and use
calibrations for planktonic (37) and benthic (38) foraminifera to cal-
culate seawater temperatures. We assume a local seawater d18O of
−0.39‰, correcting for the latitude (+0.61‰) and the absence of large
ice sheets (−1.0‰) (see Supplementary Text) to calculate seawater tem-

peratures (39). Mg/Ca and d18O temperatures derived from Acarinina
average 31.0 ± 0.6°C and 29.5 ± 0.5°C, respectively, whereas M. acuta
yields 32.2 ± 0.4°C and 31.4 ± 0.3°C, respectively.M. acuta likely had
a shallower depth habitat thanAcarinina spp., based on their respective
d13C and d18O values (3), consistent with our data. Therefore, Mg/Ca
and d18OofM. acuta andTEXH

86provide consistent latest Paleocene SST
estimates, well within the proxy calibration error, of 32° to 34°C (Fig. 1,
A and C). Mg/Ca and d18O of the benthic foraminifera Bulimina
paleocenica and Lenticulina olokuni indicate seafloor (100 to 150 m)
temperatures of ~23°C (Fig. 1A).

We compare these reconstructions with output from new simula-
tions carried out with the National Center for Atmospheric Research
(NCAR) Community Earth System Model (CESM1) using well-
established Eocene boundary conditions (30). Late Paleocene and Early
Eocene temperatures are better constrained than CO2 concentrations
based on proxy data. We therefore compare temperatures from proxies
and CESM1model runs and find that they favorably match in the sim-
ulations, with radiative forcings equivalent to 2240 and 4480 ppm of
CO2, similar to work with the previous model version (28). We there-
fore refer to these simulations as the “latest Paleocene” and “PETM”
cases, although these CO2 concentrations exceed Early Eocene proxy
estimates (40). The latest Paleocene simulation (34.3°C) reproduces the
Nigerian latest Paleocene SSTs reconstructed here (32° to 34°C) and
supports the strong temperature stratification at the core location as
inferred from the data (Figs. 1A and 2, A and B). The model results
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Fig. 1. Temperature and environment for the SQ (A) and IB10B core (B to E). (A) SQ surface and bottom-water temperature reconstructions based on Mg/Ca
(triangles), d18O (circles) of selected foraminifer species, and TEXH

86 (squares). Error bars represent analytical errors. Conservative 1s calibration errors: 1.6°C for d18O; 1.7°
and 2°C for planktonic and benthic Mg/Ca, respectively; and 2.5°C for TEXH

86. (B) IB10B stable carbon isotope record of TOC (d13CTOC) and palynological residue (d13Cpaly).
The phases of the CIE are denoted by O, B, and R for onset, body, and recovery, respectively. PFZ, planktonic foraminifer zone. (C) TEXH

86-based SST (error bars based on
replicate measurements). (D) Absolute concentrations of dinocysts per gram of dry sediment. Note the scale break between 4,000 and 10,000. (E) Indicators of anoxia:
Organic carbon over total phosphorus ratio (Corg/Ptot) (blue squares). Presence of isorenieratene and its derivative. Concentrations of redox-sensitive trace elements
Mo (light green circles) and Cd (dark green triangles) in parts per million (ppm). Note that Mo concentrations are close to the detection limit, and absolute values should
be treated with caution.
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The Deadly Combination of Heat and Humidity
By ROBERT KOPP, JONATHAN BUZAN and MATTHEW HUBER JUNE 6, 2015

New York Times SundayReview | OPINION

THE most deadly weather-related disasters aren’t necessarily 
caused by floods, droughts or hurricanes. They can be caused by 
heat waves, like the sweltering blanket that’s taken over 2,500 
lives in India in recent weeks. 

Temperatures broke 118 degrees in parts of the country. The 
death toll is still being tallied, and many heat-related deaths will 
be recognized only after the fact. Yet it’s already the deadliest heat 
wave to hit India since at least 1998 and, by some accounts, the 
fourth- or fifth-deadliest worldwide since 1900. 

These heat waves will only become more common as the planet 
continues to warm. 

They don’t just affect tropical, developing countries; they’re a 
threat throughout the world. The July 1995 heat wave in the 
Midwest caused over 700 deaths in Chicago. The August 2003 
heat wave in western Europe led to about 45,000 deaths. The 
July-August 2010 heat wave in western Russia killed about 
54,000 people. 

But as anyone who’s spent a summer in the eastern United States 
knows, it’s not just the heat; it’s also the humidity. Together, they 
can be lethal, even if the heat doesn’t seem quite so extreme.

CCF 2005

The Paris Heatwave:  Deaths and Temperatures

Matthew Huber, 2017

http://www.nytimes.com/pages/opinion/index.html#sundayreview


Haldane 1905
• “The experiments made by Blagden and Forsyth and by Dobson in 1775 

prove definitely that for short period far higher air temperatures [than 49°C] 
can be borne.  These observers found that they could remain for a few 
minutes in a room at about 121C) without serious inconvenience…although 
beefsteaks in the room at the time and place could be cooked within 13 
minutes.”


• “The bearing of these experiments on the question as to the rise in 
temperature allowable on economic or humanitarian grounds in places 
where persons have to work continuously will be sufficiently evident.”


• “It is clear that in still and warm air what matters to the persons present is 
neither the temperature of the air, nor its relative saturation, nor the absolute 
percentage of aqueous vapour present, but the temperature shown by the 
wet-bulb thermometer. “


• “If this exceeds a certain point (about 78° F. or 25.5° C.) continuous hard 
work becomes impracticable; and beyond about 88° F. or 31° C. it becomes 
impracticable for ordinary persons even to stay for long periods in such air.” 

494

THE INFLUENCE OF HIGH AIR TEMPERATURES.
No. I.

By J. S. HALDANE, M.D., F.R.S.,
Fellow of New College and University Lecturer in Phtysiology, Oxford.

THE aim of the following investigations was to ascertain the limits
within which men can continue to exist normally, and to work, when the
air temperature is abnormally high: also to study the abnormal pheno-
mena which are pi oduced when these limits are exceeded.

The subject is one of wide interest, not only in connection with the
effects of very warm wveather or tropical climates, but also because there
are many induistrial occupations in which men or women have to work
daily in very warm air. My attention was first drawn to the subject in
connectioui with the conditions of work in mines and in the cotton and
flax textile industries. There are, however, many other occupations,
such as work in the stoke-holds and engine-rooms of steamers, in drawing
the ovens used for firing pottery, in the drying of salt, etc., where men
are exposed to high temperatures; and the effects of even ordinary
warm summer weather in producing heat-stroke, especially among
soldiers, are well known.

There are many observations showing that men can remain with
impuinity in temperatures considerably above the body temperature.
In tropical countries, for instance, the shade temperature may, if the
air be dry, rise to 120° F. (490 C.) without causingf much inconvenience.
The experiments made by Blagden and Forsyth and by Dobson in.
17751 prove definitely that for short periods far hig,her air temperattures
can be borne. These observers found that they could remain for a
few minutes in a room at about 2500 F. (121° C.) without serious
inconvenience or marked rise of body temperature, although beef-steaks
exposed in the room at the same time and place couild be cooked within

1 Philosophical Transactions, Vol. 65, 1775, pp. 111, 463, 484.

Matthew Huber, 2017



Human Energy Balance

• A resting human body generates ~100 W of metabolic heat which (in addition to any 
absorbed solar heating) must be carried away via a combination of heat conduction, 
evaporative cooling, and net infrared radiative cooling. Conductive cooling is 
inhibited by high temperature, and evaporation by high relative humidity. 


• Net (latent+sensible) cooling can occur only if an object is warmer than the 
environmental wet-bulb temperature TW, measured by covering a standard 
thermometer bulb with a wetted cloth and fully ventilating it. 


• The second law of thermodynamics does not allow an object to lose heat to an 
environment whose TW exceeds the object’s temperature, no matter how wet or 
well-ventilated. Matthew Huber, 2017



 Modern maximum wetbulb temperature 
Sherwood and Huber, 2010
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Figure 1. A. Histograms of 2-meter T (black), Tmax (blue), and TW (max) (red) on land from

60S-60N during the last decade (1999-2008). “Max” histograms are annual maxima accumu-

lated over location and year, while the T histogram is accumulated over location and reanalysis

time. Data are from the ERA-Interim reanalysis 4xdaily product (similar results are found for

the 50m level from the NCEP reanalysis, see supplemental information). B. Map of TW (max).

C-D. Same as (A-B) but from a slab-ocean version of the CCSM climate model that produces

global-mean surface temperature close to modern values (note slightly adjusted color scale to

compensate for model bias). E-F. Same as (C-D) but from a high-CO2 model run that pro-

duces a global-mean T 12�C warmer; accounting for GCM bias, the TW (max) distributions are

roughly what would be expected with 10�C of global-mean warming relative to 2007 (see text).

Dashed line in (E) is TW (max) reproduced from (C). White land areas in (F) exceed 35�C.
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 Future maximum wetbulb temperature 

Sherwood and Huber, 2010

locations and times, the annual maximum Tmax of this sampled in
all locations and years, and annual maximum wet-bulb TW ðmaxÞ.
The distribution of T is broad, with a most-common value near
25 °C and a thin tail reaching to 50 °C (albeit with very few points
above 40 °C). The distribution of Tmax shows that a large majority
of locations reaches 30 °C at some point during a typical year, and
a few reach close to the 50 °C global record. Shifting either of
these curves warmer by a few degrees would only move a tiny
fraction of their area into uncharted territory (above 50 °C).

By constrast, the highest instantaneous TW anywhere on Earth
today is about 30 °C (with a tiny fraction of values reaching 31 °C).
The most-common TW ðmaxÞ is 26–27 °C, only a few degrees lower.
Thus, peak potential heat stress is surprisingly similar across
many regions on Earth. Even though the hottest temperatures
occur in subtropical deserts, relative humidity there is so low that
TW ðmaxÞ is no higher than in the deep tropics (Fig. 1B). Likewise,
humid midlatitude regions such as the Eastern United States,
China, southern Brazil, and Argentina experience TW ðmaxÞ during
summer heat waves comparable to tropical ones, even though
annual mean temperatures are significantly lower. The highest
values of T in any given region also tend to coincide with low
relative humidity. Maxima of TW ðmaxÞ over the decade are higher

than those shown by nearly 1 °C in most tropical regions and up to
2 °C in midlatitudes (though still never exceeding 31 °C), so our
focus on annual events may underestimate the danger. Also, we
use six-hourly data, which has a similar but smaller effect.

The likely reason for the apparent ceiling on TW is a convective
instability mechanism. We find essentially identical results for
quantities near or 50 m above the surface (see SI Text). The
equivalent potential temperature θe, a measure of air buoyancy
and atmospheric stability, is a monotonic function of TW and air
pressure. Values that exceed a threshold determined by tempera-
tures aloft will produce storm activity that cools air near the sur-
face, limiting θe (22). The corresponding ceiling on TW increases
with pressure, explaining why TW ðmaxÞ is positively correlated with
this (r ¼ 0.71), and why equator-ward of 45 N∕S, most locations
where TW ðmaxÞ < 26 °C are above 650 m elevation. Most other
locations are in areas of very low storm activity and rainfall.
Because TW ðmaxÞ and human population are both larger at low
elevations and in rainy regions, 58% of the world’s population
in 2005 resided where TW ðmaxÞ ≥ 26 °C (population data obtained
from Columbia University, sedac.ciesin.columbia.edu/gpw).

The simplest prediction of global warming’s effect on TW ðmaxÞ
is to assume a uniform upward shift of the TW distribution. A 4 °C
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Fig. 1. (A) Histograms of 2-meter T (Black), Tmax (Blue), and TWðmaxÞ (Red) on land from 60S–60N during the last decade (1999–2008). “Max” histograms are
annual maxima accumulated over location and year, while the T histogram is accumulated over location and reanalysis time. Data are from the ERA-Interim
reanalysis 4xdaily product (similar results are found for the 50m level from the NCEP reanalysis, see SI Text). (B) Map of TWðmaxÞ. (C and D) Same as A and B but
from a slab-ocean version of the CAM3 climate model that produces global-mean surface temperature close to modern values. (E and F) Same as C and D but
from a high-CO2 model run that produces a global-mean T 12 °C warmer; accounting for GCM bias, the TWðmaxÞ distributions are roughly what would be
expected with 10 °C of global-mean warming relative to the last decade (see text). Dashed line in E is TWðmaxÞ reproduced from C. White land areas in F exceed
35 °C.

Sherwood and Huber PNAS ∣ May 25, 2010 ∣ vol. 107 ∣ no. 21 ∣ 9553
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ACCMIP projected forcing at 2030 (for RCP8.5) and 2100 (all RCPs) is 
systematically higher than corresponding CMIP5 ERF, although with 
some overlap between 1-σ ranges. CMIP5 and ACCMIP comprise dif-
ferent sets of models and they are related in many but not all cases 
(Section 8.2.2). Confining analysis to a subset of closely related models 
also gives higher forcing estimates from ACCMIP compared to CMIP5 
so the discrepancy in multi-model ensemble mean forcings appears 
unrelated to the different model samples associated with the two 
methods of estimation. The discrepancy is thought to originate mostly 
from differences in the underlying methodologies used to estimate RF, 
but is not yet well understood (see also Section 8.5.3).

There is high confidence in projections from ACCMIP models (Shindell 
et al., 2013b) based on the GISS-E2 CMIP5 simulations (Shindell et al., 
2013a) and an earlier study with a version of the HadGEM2-ES model 
related to that used in CMIP5 (Bellouin et al., 2011), consistent with 
understanding of the processes controlling nitrate formation (Adams 
et al., 2001), that nitrate aerosols (which provide a negative forcing) 
will increase substantially over the 21st century under the RCPs (Sec-
tion 8.5.3, Figure 8.20). The magnitude of total aerosol-related forcing 
(also negative in sign) will therefore tend to be underestimated in the 
CMIP5 multi-model mean ERF, as nitrate aerosol has been omitted as a 
forcing from almost all CMIP5 models.

Natural RF variations are, by their nature, difficult to project reliably 
(see Section 8.4). There is very high confidence that Industrial Era nat-
ural forcing has been a small fraction of the (positive) anthropogenic 
forcing except for brief periods following large volcanic eruptions (Sec-
tions 8.5.1 and 8.5.2). Based on that assessment and the assumption 
that variability in natural forcing remains of a similar magnitude and 
character to that over the Industrial Era, total anthropogenic forcing 
relative to pre-industrial, for any of the RCP scenarios through the 21st 
century, is very likely to be greater in magnitude than changes in natu-
ral (solar plus volcanic) forcing on decadal time scales. 

In summary, global mean forcing projections derived from climate 
models exhibit a substantial range for the given RCP scenarios in con-
centration-driven experiments, contributing to the projected global 
mean temperature range (Section 12.4.1). Forcings derived from 
ACCMIP models for 2100 are systematically higher than those estimat-
ed from CMIP5 models for reasons that are not fully understood but 
are partly due to methodological differences. The multi-model mean 
estimate of combined anthropogenic plus natural forcing from CMIP5 
is consistent with indicative RCP forcing values at 2100 to within 0.2 
to 0.4 W m–2.

12.4 Projected Climate Change over the  
21st Century

12.4.1 Time-Evolving Global Quantities

12.4.1.1 Projected Changes in Global Mean Temperature and  
Precipitation

A consistent and robust feature across climate models is a continua-
tion of global warming in the 21st century for all the RCP scenarios 

(Figure 12.5 showing changes in concentration-driven model simu-
lations). Temperature increases are almost the same for all the RCP 
scenarios during the first two decades after 2005 (see Figure 11.25). 
At longer time scales, the warming rate begins to depend more on 
the specified GHG concentration pathway, being highest (>0.3°C per 
decade) in the highest RCP8.5 and significantly lower in RCP2.6, par-
ticularly after about 2050 when global surface temperature response 
stabilizes (and declines thereafter). The dependence of global temper-
ature rise on GHG forcing at longer time scales has been confirmed by 
several studies (Meehl et al., 2007b). In the CMIP5 ensemble mean, 
global warming under RCP2.6 stays below 2°C above 1850-1900 
levels throughout the 21st century, clearly demonstrating the potential 
of mitigation policies (note that to translate the anomalies in Figure 
12.5 into anomalies with respect to that period, an assumed 0.61°C 
of observed warming since 1850–1900, as discussed in Section 2.4.3, 
should be added). This is in agreement with previous studies of aggres-
sive mitigation scenarios (Johns et al., 2011; Meehl et al., 2012). Note, 
however, that some individual ensemble members do show warming 
exceeding 2°C above 1850-1900 (see Table 12.3). As for the other 
pathways, global warming exceeds 2°C within the 21st century under 
RCP4.5, RCP6.0 and RCP8.5, in qualitative agreement with previous 
studies using the SRES A1B and A2 scenarios (Joshi et al., 2011). Global 
mean temperature increase exceeds 4°C under RCP8.5 by 2100. The 
CMIP5 concentration-driven global temperature projections are broad-
ly similar to CMIP3 SRES scenarios discussed in AR4 (Meehl et al., 
2007b) and Section 12.4.9, although the overall range of the former 
is larger primarily because of the low-emission mitigation pathway 
RCP2.6 (Knutti and Sedláček, 2013). 

The multi-model global mean temperature changes under different 
RCPs are summarized in Table 12.2. The relationship between cumu-
lative anthropogenic carbon emissions and global temperature is 
assessed in Section 12.5 and only concentration-driven models are 

42 models

39
25
42
32

12
17
12

Figure 12.5 |  Time series of global annual mean surface air temperature anomalies 
(relative to 1986–2005) from CMIP5 concentration-driven experiments. Projections are 
shown for each RCP for the multi-model mean (solid lines) and the 5 to 95% range 
(±1.64 standard deviation) across the distribution of individual models (shading). Dis-
continuities at 2100 are due to different numbers of models performing the exten-
sion runs beyond the 21st century and have no physical meaning. Only one ensemble 
member is used from each model and numbers in the figure indicate the number of 
different models contributing to the different time periods. No ranges are given for the 
RCP6.0 projections beyond 2100 as only two models are available.
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RCP2.6 (ΔT in °C) RCP4.5 (ΔT in °C) RCP6.0 (ΔT in °C) RCP8.5 (ΔT in °C)
Global: 2046–2065 1.0 ± 0.3 (0.4, 1.6) 1.4 ± 0.3 (0.9, 2.0) 1.3 ± 0.3 (0.8, 1.8) 2.0 ± 0.4 (1.4, 2.6)

2081–2100 1.0 ± 0.4 (0.3, 1.7) 1.8 ± 0.5 (1.1, 2.6) 2.2 ± 0.5 (1.4, 3.1) 3.7 ± 0.7 (2.6, 4.8)

2181–2200 0.7 ± 0.4 (0.1, 1.3) 2.3 ± 0.5 (1.4, 3.1) 3.7 ± 0.7 (-,-) 6.5 ± 2.0 (3.3, 9.8)

2281–2300 0.6 ± 0.3 (0.0, 1.2) 2.5 ± 0.6 (1.5, 3.5) 4.2 ± 1.0 (-,-) 7.8 ± 2.9 (3.0, 12.6)

Land: 2081–2100 1.2 ± 0.6 (0.3, 2.2) 2.4 ± 0.6 (1.3, 3.4) 3.0 ± 0.7 (1.8, 4.1) 4.8 ± 0.9 (3.4, 6.2)

Ocean: 2081–2100 0.8 ± 0.4 (0.2, 1.4) 1.5 ± 0.4 (0.9, 2.2) 1.9 ± 0.4 (1.1, 2.6) 3.1 ± 0.6 (2.1, 4.0)

Tropics: 2081–2100 0.9 ± 0.3 (0.3, 1.4) 1.6 ± 0.4 (0.9, 2.3) 2.0 ± 0.4 (1.3, 2.7) 3.3 ± 0.6 (2.2, 4.4)

Polar: Arctic: 2081–2100 2.2 ± 1.7 (-0.5, 5.0) 4.2 ± 1.6 (1.6, 6.9) 5.2 ± 1.9 (2.1, 8.3) 8.3 ± 1.9 (5.2, 11.4)

Polar: Antarctic: 2081–2100 0.8 ± 0.6 (-0.2, 1.8) 1.5 ± 0.7 (0.3, 2.7) 1.7 ± 0.9 (0.2, 3.2) 3.1 ± 1.2 (1.1, 5.1)

included here. Warming in 2046–2065 is slightly larger under RCP4.5 
compared to RCP6.0, consistent with its greater total anthropogenic 
forcing at that time (see Table A.II.6.12). For all other periods the mag-
nitude of global temperature change increases from RCP2.6 to RCP8.5. 
Beyond 2100, RCP2.6 shows a decreasing trend whereas under all 
other RCPs warming continues to increase. Also shown in Table 12.2 
are projected changes at 2081–2100 averaged over land and ocean 
separately as well as area-weighted averages over the Tropics (30°S 
to 30°N), Arctic (67.5°N to 90°N) and Antarctic (90°S to 55°S) regions. 
Surface air temperatures over land warm more than over the ocean, 
and northern polar regions warm more than the tropics. The excess of 
land mass in the Northern Hemisphere (NH) in comparison with the 
Southern Hemisphere (SH), coupled with the greater uptake of heat by 
the Southern Ocean in comparison with northern ocean basins means 
that the NH generally warms more than the SH. Arctic warming is much 
greater than in the Antarctic, due to the presence of the Antarctic ice 
sheet and differences in local responses in snow and ice. Mechanisms 
behind these features of warming are discussed in Section 12.4.3. 
Maps and time series of regional temperature changes are displayed in 
Annex I and regional averages are discussed in Section 14.8.1.

Global annual multi-model mean temperature changes above 1850-
1900 are listed in Table 12.3 for the 2081–2100 period (assuming 
0.61°C warming since 1850–1900 as discussed in Section 2.4.3) 
along with the percentage of 2081–2100 projections from the CMIP5 
models exceeding policy-relevant temperature levels under each RCP. 
These complement a similar discussion for the near-term projections 
in Table 11.3 which are based on the CMIP5 ensemble as well as 
evidence (discussed in Sections 10.3.1, 11.3.2.1.1 and 11.3.6.3) that 
some CMIP5 models have a higher sensitivity to GHGs and a larger 
response to other anthropogenic forcings (dominated by the effects 
of aerosols) than the real world (medium confidence). The percent-
age calculations for the long-term projections in Table 12.3 are based 
solely on the CMIP5 ensemble, using one ensemble member for each 
model. For these long-term projections, the 5 to 95% ranges of the 
CMIP5 model ensemble are considered the likely range, an assess-
ment based on the fact that the 5 to 95% range of CMIP5 models’ 

TCR coincides with the assessed likely range of the TCR (see Section 
12.4.1.2 below and Box 12.2). Based on this assessment, global mean 
temperatures averaged in the period 2081–2100 are projected to 
likely exceed 1.5°C above 1850-1900 for RCP4.5, RCP6.0 and RCP8.5 
(high confidence). They are also likely to exceed 2°C above 1850-1900 
for RCP6.0 and RCP8.5 (high confidence) and more likely than not 
to exceed 2°C for RCP4.5 (medium confidence). Temperature change 
above 2°C under RCP2.6 is unlikely but is assessed only with medium 
confidence as some CMIP5 ensemble members do produce a global 
mean temperature change above 2°C. Warming above 4°C by 2081–
2100 is unlikely in all RCPs (high confidence) except RCP8.5. Under 
the latter, the 4°C global temperature level is exceeded in more than 
half of ensemble members, and is assessed to be about as likely as not 
(medium confidence). Note that the likelihoods of exceeding specific 
temperature levels show some sensitivity to the choice of reference 
period (see Section 11.3.6.3).

CMIP5 models on average project a gradual increase in global precip-
itation over the 21st century: change exceeds 0.05 mm day–1 (~2% 
of global precipitation) and 0.15 mm day–1 (~5% of global precipi-
tation) by 2100 in RCP2.6 and RCP8.5, respectively. The relationship 
between global precipitation and global temperature is approximately 
linear (Figure 12.6). The precipitation sensitivity, that is, the change of 
global precipitation with temperature, is about 1 to 3% °C–1 in most 
models, tending to be highest for RCP2.6 and RCP4.5 (Figure 12.7; 
note that only global values are discussed in this section, ocean and 
land changes are discussed in Section 12.4.5.2). These behaviours are 
consistent with previous studies, including CMIP3 model projections 
for SRES scenarios and AR4 constant composition commitment exper-
iments (Meehl et al., 2007b), and ENSEMBLES multi-model results for 
SRES A1B and E1 scenarios (Johns et al., 2011).

The processes that govern global precipitation changes are now well 
understood and have been presented in Section 7.6. They are briefly 
summarized here and used to interpret the long-term projected chang-
es. The precipitation sensitivity (about 1 to 3%  °C–1) is very different 
from the water vapour sensitivity (~7% °C–1) as the main physical 

Table 12.2 |  CMIP5 annual mean surface air temperature anomalies (°C) from the 1986–2005 reference period for selected time periods, regions and RCPs. The multi-model 
mean ±1 standard deviation ranges across the individual models are listed and the 5 to 95% ranges from the models’ distribution (based on a Gaussian assumption and obtained 
by multiplying the CMIP5 ensemble standard deviation by 1.64) are given in brackets. Only one ensemble member is used from each model and the number of models differs for 
each RCP (see Figure 12.5) and becomes significantly smaller after 2100. No ranges are given for the RCP6.0 projections beyond 2100 as only two models are available. Using 
Hadley Centre/Climate Research Unit gridded surface temperature data set 4 (HadCRUT4) and its uncertainty estimate (5 to 95% confidence interval), the observed warming to the 
1986–2005 reference period (see Section 2.4.3) is 0.61°C ± 0.06°C (1850–1900), 0.30°C ± 0.03°C (1961–1990), 0.11°C ± 0.02°C (1980–1999). Decadal values are provided 
in Table AII.7.5, but note that percentiles of the CMIP5 distributions cannot directly be interpreted in terms of calibrated language.
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Abstract. We implement and analyze 13 different metrics
(4 moist thermodynamic quantities and 9 heat stress metrics)
in the Community Land Model (CLM4.5), the land surface
component of the Community Earth SystemModel (CESM).
We call these routines the HumanIndexMod. We limit the al-
gorithms of the HumanIndexMod to meteorological inputs of
temperature, moisture, and pressure for their calculation. All
metrics assume no direct sunlight exposure. The goal of this
project is to implement a common framework for calculating
operationally used heat stress metrics, in climate models, of-
fline output, and locally sourced weather data sets, with the
intent that the HumanIndexMod may be used with the broad-
est of applications. The thermodynamic quantities use the lat-
est, most accurate and efficient algorithms available, which
in turn are used as inputs to the heat stress metrics. There are
three advantages of adding these metrics to CLM4.5: (1) im-
proved moist thermodynamic quantities; (2) quantifying heat
stress in every available environment within CLM4.5; and
(3) these metrics may be used with human, animal, and in-
dustrial applications.
We demonstrate the capabilities of the HumanIndexMod

in a default configuration simulation using CLM4.5. We out-
put 4⇥ daily temporal resolution globally. We show that the
advantage of implementing these routines into CLM4.5 is
capturing the nonlinearity of the covariation of temperature
and moisture conditions. For example, we show that there
are systematic biases of up to 1.5 �C between monthly and
±0.5 �C between 4⇥ daily offline calculations and the on-
line instantaneous calculation, respectively. Additionally, we
show that the differences between an inaccurate wet bulb cal-

culation and the improved wet bulb calculation are ±1.5 �C.
These differences are important due to human responses
to heat stress being nonlinear. Furthermore, we show heat
stress has unique regional characteristics. Some metrics have
a strong dependency on regionally extreme moisture, while
others have a strong dependency on regionally extreme tem-
perature.

1 Introduction

Heat-related conditions are the number one cause of death
from natural disaster in the United States – more than tor-
nadoes, flooding, and hurricanes combined (NOAAWatch,
2014). Short-term duration (hours) of exposure to heat while
working may increase the incidence of heat exhaustion and
heat stroke (Liang et al., 2011). However, long-term exposure
(heat waves or seasonally high heat), even without working,
may drastically increase morbidity and mortality (Kjellstrom
et al., 2009a). Although there is high uncertainty in the num-
ber of deaths, the 2003 European heat wave killed 40 000
people during a couple weeks in August (García-Herrera et
al., 2010), and tens of thousands more altogether for the en-
tire summer (Robine et al., 2008). The 2010 Russian heat
wave, the worst recorded heat wave, killed 55 000 people
over the midsummer (Barriopedro et al., 2011).
A growing literature is concerned with the frequency and

duration of heat waves (Seneviratne et al., 2012, and ref-
erences therein). One study concluded that intensification
of 500 hPa height anomalies will produce more severe heat
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stress has unique regional characteristics. Some metrics have
a strong dependency on regionally extreme moisture, while
others have a strong dependency on regionally extreme tem-
perature.

1 Introduction

Heat-related conditions are the number one cause of death
from natural disaster in the United States – more than tor-
nadoes, flooding, and hurricanes combined (NOAAWatch,
2014). Short-term duration (hours) of exposure to heat while
working may increase the incidence of heat exhaustion and
heat stroke (Liang et al., 2011). However, long-term exposure
(heat waves or seasonally high heat), even without working,
may drastically increase morbidity and mortality (Kjellstrom
et al., 2009a). Although there is high uncertainty in the num-
ber of deaths, the 2003 European heat wave killed 40 000
people during a couple weeks in August (García-Herrera et
al., 2010), and tens of thousands more altogether for the en-
tire summer (Robine et al., 2008). The 2010 Russian heat
wave, the worst recorded heat wave, killed 55 000 people
over the midsummer (Barriopedro et al., 2011).
A growing literature is concerned with the frequency and

duration of heat waves (Seneviratne et al., 2012, and ref-
erences therein). One study concluded that intensification
of 500 hPa height anomalies will produce more severe heat
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physical or comfort-related attribute. For example, an empir-
ical algorithm’s result may determine how much work may
be completed per hour per weather condition.

2.2 Comfort algorithms

We use Apparent Temperature, Heat Index, Humidex, and
Temperature Humidity Index for Comfort to account for
comfort level. These metrics were either tailored to the
global locations where they were developed or streamlined
for ease of use from physiology models. The underlying
philosophical approach to deriving comfort metrics is repre-
senting behavioral reactions to levels of comfort (Masterson
and Richardson, 1979; Steadman, 1979a). The goal of these
equations of comfort is to match the levels of discomfort to
appropriate warnings for laborers (Gagge et al., 1972) and
livestock (Renaudeau et al., 2012). Discomfort in humans
sets in much earlier than physiological responses; i.e., the
human body provides an early warning to the mind that con-
tinuing the activity may lead to disastrous consequences. For
example, when heat exhaustion sets in, the body is sweating
profusely, and often there are symptoms of dizziness. How-
ever, the actual core temperature for heat exhaustion is de-
fined at 38.5 �C, which is considerably lower than heat stroke
(42 �C). We describe the four comfort-based algorithms be-
low.
Apparent Temperature was developed using a combination

of wind, radiation, and heat transfer to measure thermal com-
fort and thermal responses in humans (Steadman, 1994). AT
is used by the Australian Bureau of Meteorology and was de-
veloped for climates in Australia (ABM, 2014). The metric
is an approximation of a prognostic thermal model of human
comfort (Steadman 1979a, b, 1984).

AT= TC+ 3.3eRH
1000

� 0.7u10 m� 4, (1)

eRH =
�
RH

�
100,

�
esPa, (2)

where the vapor pressure (eRH) is in pascals and is calculated
from the relative humidity (RH in %) and saturated vapor
pressure (esPa, also in pascals). We use this notation because
es (Table 2) is in millibars. These variable names are the
explicit names of the variables in the HumanIndexMod. AT
uses the wind velocity (m s�1) measured at the 10m height
(u10 m). Air temperature (TC) and AT are in units of degrees
Celsius. AT is the only metric in the HumanIndexMod that
includes an explicit calculation for wind velocity; the other
metrics assume a reference wind. We included this metric
due to a previously used legacy version within CLM4.5 (Ole-
son et al., 2013b). An assumption made by AT is that the sub-
ject is outside but not exposed to direct sunlight. AT has no
explicit thresholds; rather, the index shows an amplification
of temperatures. Previous work, however, has used tempera-
ture percentiles to describe AT (Oleson et al., 2013b).
Heat Index was developed using a similar process to AT.

The United States National Weather Service (NWS) required

a heat stress early warning system, and the index was created
as a polynomial fit to Steadman’s (1979a) comfort model
(Rothfusz, 1990).

HI= �42.379+ 2.04901523TF+ 10.14333127RH+
� 0.22475541TFRH+ �6.83783⇥ 10�3T 2F+
� 5.481717⇥ 10�2RH2+ 1.22874⇥ 10�3T 2F RH + 8.5282
⇥ 10�4TFRH2+ �1.99⇥ 10�6T 2F RH

2 (3)

Here, air temperature (TF) and HI are in degrees Fahren-
heit. HI has a number of assumptions. The equation assumes
a walking person in shorts and T-shirt, who is male and
weighs⇠ 147 lbs (Rothfusz, 1990). Additionally, this subject
is not in direct sunlight. As with AT, HI represents a feels-like
temperature, based upon levels of discomfort. HI uses a scale
for determining heat stress: 27–32 �C is caution, 33–39 �C is
extreme caution, 40–51 �C is danger, and � 52 �C is extreme
danger.
Humidex (HUMIDEX) was developed for the Meteoro-

logical Service of Canada and describes the feels-like tem-
perature for humans (Masterson and Richardson, 1979). The
original equation used dew point temperature, rather than
specific humidity. The equation was modified to use vapor
pressure, instead:

HUMIDEX= TC+ 5
9

⇣eRH
100

� 10
⌘
. (4)

HUMIDEX is unitless because the authors recognized that
the index is a measure of heat load. The index has a series of
thresholds: 30 is some discomfort, 46 is dangerous, and 54 is
imminent heat stroke (Masterson and Richardson, 1979).
The Temperature Humidity Index for Comfort (THIC) is a

modification of the Temperature Humidity Index (THI) (In-
gram, 1965). Comfort was quantified for livestock through
THIC (NWSCR, 1976). We use the original calibration,
which is for pigs (Ingram, 1965). The index is unitless:

THIC= 0.72Tw+ 0.72TC+ 40.6, (5)

where wet bulb temperature (Tw) is in degrees Celsius. The
index is used to describe behavioral changes in large animals
due to discomfort (seeking shade, submerging in mud, etc.).
The index is in active use by the livestock industry for local
heat stress and future climate considerations (Lucas et al.,
2000; Renaudeau et al., 2012). The index describes qualita-
tive threat levels for animals: 75 is alert, 79–83 is dangerous,
and 84+ is very dangerous. There are different approaches to
the development of THIC, including considerations of phys-
iology of large animals.

2.3 Physiology algorithms

Numerous metrics are based upon direct physiological re-
sponses within humans and animals; however, almost all of
them are complicated algorithms (e.g., Moran et al., 2001;
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Table 2.Moist temperature variables and heat stress metrics.

Metric Variable Equation no.

Temperature (kelvin) T n/a
Temperature (Celsius) TC n/a
Temperature (Fahrenheit) TF n/a
Pressure P n/a
Relative humidity RH n/a
Specific humidity Q n/a
10m winds u10 m n/a
Vapor pressure (mb) eRH 2
Vapor pressure (Pa) esPa n/a
Saturated vapor pressure (mb) es (A13)
Derivative saturated vapor pressure des/dT (A16)
Log derivative saturated vapor pressure d(ln(es))/dT (A15)
Mixing ratio rs (A14)
Derivative mixing ratio drs/dT (A17)
Function of equivalent potential temperature f (✓E) (A18)
Derivative of function of equivalent potential temperature f 0(✓E) (A20)
Wet bulb temperature Tw (A22)
Wet bulb temperature, Stull TwS (8)–(9)
Lifting condensation temperature TL (A2)
Moist potential temperature ✓DL (A3)
Equivalent potential temperature ✓E (A4)
Equivalent temperature TE (A5)
Heat Index HI (3)
Apparent Temperature AT (1)
Humidex HUMIDEX (4)
Simplified WBGT sWBGT (7)
Discomfort Index DI (10)
Temperature Humidity Index for Comfort THIC (5)
Temperature Humidity Index for Physiology THIP (6)
Swamp cooler efficiency 65% SWMP65 (11)
Swamp cooler efficiency 80% SWMP80 (11)

Berglund and Yokota, 2005; Gribok et al., 2008; Maloney
and Forbes, 2011; Havenith et al., 2011; Gonzalez et al.,
2012; Chan et al., 2012). Most metrics require radiation mea-
surements or heart rates, and/or even sweat rates. The avail-
able metrics that are calibrated for physiological responses
using only meteorological inputs, however, are limited, such
as the Temperature Humidity Index for Physiology (THIP;
Ingram, 1965):

THIP= 0.63Tw+ 1.17TC+ 32. (6)

THIP and THIC are modifications of the THI. Addition-
ally, THIC and THIP have applications beyond heat stress.
THIP and THIC threshold levels are computed from both in-
door and outdoor atmospheric variables. The differences be-
tween outdoor and indoor values are used to evaluate evapo-
rative cooling mechanisms, e.g., swamp coolers (Gates et al.,
1991a, b).

2.4 Empirical algorithms

The last category of metrics is derived from first principle
thermo-physiology models, or changes in worker productiv-
ity, etc., and then reduced by empirical fit. The first metric
we present is a widely used modification of an industry la-
bor standard, the simplified Wet Bulb Globe Temperature
(sWBGT):

sWBGT= 0.56TC+ 0.393eRH
100

+ 3.94. (7)

sWBGT was designed for estimating heat stress in sports
medicine and adopted by the Australian Bureau of Meteorol-
ogy; however, it is acknowledged that its accuracy of repre-
senting the original labor industry index may be questionable
(ABOM, 2010; ACSM, 1984, 1987). We chose, however, to
implement sWBGT due to its wide use. sWBGT is unitless,
and its threat levels are as follows: 26.7–29.3 is green, or
alert; 29.4–31.0 is yellow, or caution; 31.1–32.1 is red, or
potentially dangerous; and� 32.2 is black, or dangerous con-
ditions (US Army, 2003).
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Figure 2. Expected value ranking. T and Q conditioned upon ex-
ceedance value of a heat stress or moist thermodynamic metric. The
T and Q values are compared to their respective time series as a
percentile. These T andQ percentiles are binned and are compared
to each other. ExtremeQ are greens and extreme T are magentas.

4.1 Evaluation of improved moist thermodynamic
quantities

We present a series of box-and-whisker plots demonstrating
the value added of implementing (1) accurate and efficient
moist thermodynamic quantities, and (2) online calculation
of the heat stress metrics is an improvement over calculat-
ing these metrics using monthly or 4⇥ daily model output
(Fig. 1). Figure 1a shows the difference in the Stull (2011)
wet bulb temperature calculated using the saturated vapor
pressure from Davies-Jones (2008) (QSat_2) and Flatau et
al. (1992) (QSatMod). The differences are minimal. How-
ever, our point is that the Davies-Jones (2008) method for
wet bulb temperature is preferred. We show the difference
between wet bulb temperatures using Stull (2011) calcu-
lated with QSat_2 and Davies-Jones (2008) (which requires
QSat_2) (Fig. 1b). Differences are greater than 1K between
Stull (2011) and Davies-Jones (2008) methods, and they
are temperature dependent (Fig. 1b). Lastly, we show the
difference between calculating Davies-Jones (2008) Tw us-
ing monthly and 4⇥ daily averaged model data versus the
model instantaneous calculations (Fig. 1c and d, respec-
tively). Using model-averaged data instead of the instanta-
neous data systematically overestimates Tw by more than 1K
for monthly and 0.5K for 4⇥ daily output.

4.2 Exceedance values and regime maps

We show exceedance and T � Q regime maps for the 75th
and 95th percentiles of three metrics, and 99th percentiles
of six metrics. The maps show spatial patterns of heat stress
and characteristics. Equatorial and monsoonal regions show
moderate levels of heat stress in the 75th percentile (Fig. 3a–

c). sWBGT shows values exceeding minimum metric warn-
ing levels (e.g., China, northern Africa), whereas HI does
not have necessarily the same warning. The 95th percentile
shows that moderate levels of heat stress have expanded into
higher latitudes (Fig. 4a–c). At equatorial and monsoonal re-
gions, heat stress labor reductions should be in effect as it is
not safe to work outside and, in some cases (western Africa,
the Arabian Peninsula, and the Himalayan wall), not safe to
work at all. At the 99th percentile, severe heat stress is expe-
rienced in the monsoonal regions (Fig. 5a–c). These maxima
correlate with maxima in Tw (Fig. 5c).
The T � Q regime maps show that partitioning of heat

stress into T and Q begins in regional locations at the 75th
percentile (Fig. 3d–f). The partitioning occurs in low lati-
tudes and is not consistent between metrics. At the 95th per-
centile, the partitioning expands into higher latitudes; how-
ever, many areas (continental interiors) remain equally de-
pendent on T and Q (Fig. 4d–f). Tw is largely driven by
extreme moisture (Fig. 4f) and in some locations (mon-
soonal Africa, Indian sub-continent, and equatorial South
America) very extreme moisture. HI is driven by T (Fig. 4e),
and sWBGT is mixed between extreme Q and extreme T

(Fig. 4d). All three metrics agree with T in the western
United States and Middle East. At the 99th percentile, HI,
although dominated by T worldwide, shows sign reversals
in very small locations (Fig. 5e). Extreme Q expands for
Tw, and all of the low latitudes experience moisture depen-
dence except for the western United States and Middle East
(Fig. 5f). sWBGT has some reversal of T - to Q-dominated
heat stress (western Africa). Q largely expands worldwide.
In all instances, except for HI, high latitudes are equally de-
pendent onQ and T for heat stress.
Our final maps show SWMP65, SWMP80, and ✓E at the

99th percentile. Maxima for ✓E are spatially the same as
Tw (Figs. 5c and 6c). Additionally, ✓E partitions towards Q,
just as Tw shows (Figs. 5f and 6f). Spatial patterns between
SWMP65 and HI are similar (Figs. 5b and 6a), and their
regime maps show similar partitioning toward T globally, ex-
cept for select locations of strong monsoonal locations that
show Q dependency (Figs. 5e and 6d). Lastly, SWMP80
and sWBGT share similar spatial patterns (Figs. 5a and 6b).
As with the other paired metrics, their T � Q regime maps
share the same characteristics (Figs. 5d and 6e). Low lati-
tudes show strongQ dependence, and higher latitudes switch
to a T dependence.

5 Discussion

We designed the HumanIndexMod to calculate diagnostic
heat stress and moist thermodynamics systematically. There
are many approaches to evaluating heat stress. Monthly and
seasonal temperature and moisture averages were used for
general applications (Dunne et al., 2013); however these
averages overestimate the potential severity of heat stress
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Figure 4. 95th percentile exceedance value of three metrics for (a) sWBGT, (b) HI, and (c) Tw (left). Expected rank value T � Q regime
maps (d), (e), and (f) (right) conditioned by (a), (b) and (c), respectively. Rank values for (d)–(f) are described in Fig. 2.

namic calculations from the HumanIndexMod will aid future
characterizations of heat stress.

5.2 Heat stress

We show that there are two regimes of heat stress globally in
agreement between metrics in the CRUNCEP CLM4.5 sim-
ulation, T (western United States and Middle East) and Q

(monsoonal regions). The western United States and Mid-
dle East regions consistently have higher temperatures and
lower humidities than the monsoonal areas. However, we
show that maximum heat stress is partitioned between T and
Q globally. Characterizing arid regions versus non-arid re-
gions may require different heat stress metrics (e.g., Oleson
et al., 2013b; specifically the comparison between Phoenix
and Houston). The HumanIndexMod provides this capabil-
ity.
The assumptions/calibrations that derived the heat stress

metrics in the HumanIndexMod are another avenue of re-
search that may be explored using a global model. For exam-

ple, the original equation from which sWBGT was derived
was calibrated using US Marine Corps Marines during basic
training (Minard et al., 1957), who are in top physical con-
dition. HI was calibrated for an “average” American male
(Steadman, 1979a; Rothfusz, 1990). Calculating these heat
stress metrics, and the many others in the HumanIndexMod,
at every time step within climate models was previously in-
tractable due to insufficient data storage capabilities for high-
temporal-resolution variables. We show that SWMP65 and
SWMP80 diverge in their values (Fig. 6a, b and d, e). Yet,
SWMP80 and sWBGT are similar in spatial patterns and
regimes, while HI and SWMP65 have similar patterns and
regimes. What links SWMP65 and SWMP80 together is Tw.
Swamp coolers are evaporators, and, as their efficiency ap-
proaches 100%, their solutions approach Tw. Figures 5 and
6 are similar to a circuit resistor, or stomatal resistance (Oke,
1987), which is measure of efficiency. The average person
(HI) may be acting as a stronger resistor to evaporation than
one who is acclimatized (sWBGT). The HumanIndexMod
may explore the effects of acclimatization and its impact on
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Abstract
• The HumanIndexMod calculates 13 heat 

related metrics using meteorological 
inputs of temperature, pressure, and 
moisture. The heat stress metrics are 
commonly used metrics around the world.  
The module is implemented into the 
CLM4.5, which is a component model of 
CESM, and is maintained by NCAR. 
Instantaneous moisture-temperature 
covariance is calculated every model time 
step.  The heat stress metric changes 
show that many portions of the world 
switch from moderate levels for the top 3 
days of a year to severe heat stress for 
the top 3 days of a year.
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Methods 
• We use CESM RCP8.5 (Taylor et al., 

2012) output to drive the Community 
Land Model 4.5 (Oleson et al., 2013) 
(CLM4.5). 

• We implemented the HumanIndexMod 
into CLM4.5 to calculate 13 different 
metrics; 4 moist thermodynamic variables 
and 9 heat stress metrics. 

• We used 1°x1° resolution, and years 
2005-2100, to output 4x daily and 
analyze the characteristics of the 
Simplified Wet Bulb Globe Temperature 
(sWBGT).

What is Heat Stress?
• Heat stress is the measure of thermal 

load on humans (and animals).  For 
mammals, there are 4 methods for 
d i s s i p a t i n g h e a t :  C o n v e c t i o n , 
Conduction, Radiation, and Evaporation.  
In hot climates, ~75% of heat dissipation 
occurs through Evaporation.  For 
humans, a sustained change of 3˚C in 
core temperature in humans can be lethal 
(Simon, 1993).  Heat dissipation may not 
be in equilibrium.

2. Background
2.1 What is Heat Stress
Heat stress occurs when the human body loses the ability  to internally regulate heat 
balance.  An increase of internal temperatures of ~3C can be lethal (Simon, 1993).  
Heat balance is modulated by many different mechanisms within the human/
environment system.  There are four different methods of heat transport at the exterior 
of a human body (Figure 1):  radiation, convection, conduction, and evaporation (Simon 
1993; Daniela 2004; Gaughan et al, 2009).  Heat is generated within the core body 
dependent on levels of activity; from a minimum at rest up  to ~8x the heat production 
due to strenuous activity from work.  As external temperatures increase, the primary 
method of removing excess heat is through evaporation, controlling ~75% of heat loss 
(Daniela 2004).  Future climate scenario show that when wet-bulb  temperatures (the 
lowest temperature the environment cools to from latent heat release from evaporation) 
reaches 35C, the human body can no longer use sweat to remove heat, and cannot 
survive without air conditioning (Sherwood and Huber, 2010).  
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2.2 Human Adaptation to Heat Stress

Figure 1

Heat balance in the human body.  The red arrows represent a hot environment, with the flux of 

heat into humans.  The blue arrows are heat dissipation mechanisms and their relative 

contributions humans: Evaporation, Respiration, Convection, Conduction (conduction could add 

heat, and thus is purple), and Work.  The dissipation mechanisms are variable due to thermal 

inertia, and may not reach steady state (quantities may not equal 100%).
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• sWBGT exceeds 33 for the majority of the world (b) as compared to (a).   
• 33 is a limit for labor capacity (Dunne et al., 2013).

• (d) and (e) What causes peak heat stress? 
We calculate conditional regime maps.   

• All temperatures and humidities associated 
with heat events are compared to each 
other via their climatological percentiles. 

• Results are metric dependent (not shown). 
• Results are largely robust between (d) and 
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Figure 2 | Population-weighted individual labour capacity (%) during
annual mimimum (upper lines) and maximum (lower lines) heat stress
months. Shown are the historical period (NCEP reanalysis—black,
maximum alone; ESM2M historical—green), RCP 4.5 (blue) and RCP 8.5
(red) derived as in the inset4,6 (symbols for heavy, moderate and light
labour threshold limit values) through a continuous representation (labour
capacity = 100�25⇥max(0,WBGT�25)2/3 with an upper bound of 100;
black line in inset); WBGT was derived as in Fig. 1. The 2010 population
distribution was taken from Columbia University’s Center for International
Earth Science Information Network Gridded Population of the World
(http://sedac.ciesin.columbia.edu/gpw).

a direct physiological limit, this metric represents safety standards
for a healthy, acclimated individual’s capacity to safely perform
heavy labour under environmental heat stress (labour capacity).
This allows us to quantify the global significance of heat stress on
lost labour capacity weighted by the 2010 geographical population
distribution (Fig. 2). Reduction of labour capacity during the
reanalysis period varies between 0% (boreal winter) and 4–10%
(boreal summer) with an overall increase in the maximum from
a range of 4–8% from 1948–1987 to 6–10% after 1990 with the
peak during the 1998 La Niña. As in Fig. 1, the climatological
maximum and its variability in ESM2Mhave been bias-corrected to
the reanalysis. Under historical forcing, ESM2M (green) compares
well to the reanalysis after bias-correction. Under both RCP 4.5
(blue) and RCP 8.5 (red) by 2050, global lost labour capacity
increases in the maximum months to approximately double that
in the historical period. Beyond 2050, active mitigation in RCP 4.5
results in reduction of labour capacity to 75% in peakmonths. Thus,
even active mitigation to limit global warming to a 2 �C change
from pre-industrial conditions27 results in roughly a doubling
of the reduction in lost labour capacity in this model. (Note:
ESM2M’s moderate climate sensitivity among climate models
allows it to limit warming to 2 �C even under RCP 4.5. As shown
in the Supplementary Information, CMIP5models commonly have
higher sensitivities than ESM2M such that only under the lower
RCP 2.6 scenario do these models generally limit warming to
2 �C.) Alternatively, the highest scenario considered (RCP 8.5; red)
reduces labour capacity to 63%by 2100 in the hottestmonths (lower
red line in Fig. 2). By 2200, this reduces to 39% in the hottestmonths
(lower red line in Fig. 2). In addition, maximum monthly labour
capacity in this scenario (upper red line in Fig. 2) ceases to be greater
than 88% at any time of year as Southern Hemisphere population
is increasingly impacted. In this scenario, 12% of the present
population distribution meets or exceeds the threshold limit for
industrial 25% light labour andmilitary black flag (32.2 �C)by 2200.

Given the gravity of potential human impacts discussed here,
it is important to characterize the uncertainties. One uncertainty
is in the emission scenarios themselves. By 2200, the RCP 8.5

scenario assumes 4.8 EgC is emitted after 2005. Latest estimates30
project about 1–2 EgC in reserves and 8–14 EgC in further
resources of detected quantities that cannot profitably recovered
at present, but might be recoverable in the future assuming
technological advances and increasing future resource prices.
Others argue on the basis of past exploited reserves that these
projections are unrealistic, and that realized past and future
coal extraction will be far lower31,32. Although assuming similar
technological and economic constraints as RCP 8.5, RCP 4.5
alternatively assumes that the global community actively commits
to effective emissions mitigation. For any future scenario, projected
population growth and distribution and economic, technological
and societal changes are highly uncertain (see Supplementary
Information for sensitivity study). Another uncertainty is the
relationship of CO2 emissions to atmospheric CO2 concentrations
based on land and ocean uptake33. Yet other uncertainties
include the transient and equilibrium climate sensitivity23 (see
Supplementary Information for select comparison with other
models), representation of interannual variability in maximum
WBGT and its potential to change scope, and the relation
of monthly average conditions to the diurnal cycle, weather
and spatial patterns. Although model uncertainty in regional
patterns give ranges roughly equivalent to the magnitude of
warming33, recent work has demonstrated that the WBGT
metric is particularly insensitive to this variation owing to
the compensation between temperature and relative humidity
changes34. In focusing on the capacity of healthy, acclimated
individuals, this study also severely underestimates heat stress
implications for less-optimally acclimated individuals. Importantly,
by focusing on heat stress alone, the present study also ignores
potential enhancements to global agricultural labour productivity
under climate warming due to CO2 fertilization and longer
growing seasons, and labour productivity increases associated with
reduction in adverse conditions of extreme cold, snow and frozen
soil—all factors worthy of further investigation.

Overall, we show that consideration of the moist thermal re-
sponse under climate warming poses increasingly severe environ-
mental limitations on individual labour capacity as set by occupa-
tional standards in the coming decades, specifically in lost labour
capacity in the peak months of heat stress, even if the global com-
munity commits to active mitigation of CO2 emissions (RCP 4.5).
We demonstrate that projections out to 2200 under the highest CO2
scenario considered (RCP 8.5) expose most of the present popula-
tion distribution to extreme heat stress in peakmonths, prohibit any
safe labour in large areas, and expose mid-latitude regions such as
the US east of the Rockies to environmental heat stress experienced
only by themost extremely hot regions of the present day.

Methods
We calculate the WBT using the Davies-Jones method9 for temperatures
between 0 and 100 �C:

esat = exp(�2,991.2729/T 2
ref �6,017.0128/Tref

+ 18.87643854�0.028354721⇥Tref

+ 1.7838301⇥10�5 ⇥T 2
ref �8.4150417⇥10�10 ⇥T 3

ref

+ 4.4412543⇥10�13 ⇥T 4
ref +2.858487⇥ ln(Tref))/100 (1)

wsat = 621.97⇥esat/(p�esat) (2)

w = rhref/100⇥wsat (3)

TL = 1/(1/(Tref �55)� ln(rhref/100)/2,840)+55 (4)

✓E = Tref ⇥ (1,000/p)^(0.2854⇥ (1�0.28⇥10�3 ⇥w))

⇥ exp((3.376/TL �0.00254)⇥w⇥ (1+0.81⇥10�3 ⇥w)) (5)
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Analyzing the 18 member CMIP 5 ensemble and apply same calibration as Dunne et al

We find massive reductions in labor capacity for large warmings, especially in the ‘global South’

Matthew Huber, 2017



Conclusions

• Temperature AND humidity are important for heat stress and we have had not 
good general theoretical understanding of how the co-variances of these 
quantities might change in the future

• We must look carefully at futures that must be avoided and make a compelling 
case why they must be avoided

• People (and livestock) will suffer great health and productivity losses in RCP 8.5 
(i.e. for ~5°C warming) even in midlatitudes.  Results unlikely to be strongly 
model dependent after normalizing for global temperature change (i.e. different 
sensitivity) 

• Labor capacity especially in warm, wet, developing nations will be reduced by 
~50% with 5°C of warming

• Warming of much greater that 5°C is distinctly possible by 2300 in RCP 8.5 
extension runs and would have existential ramifications for much of human and 
other life over half the globe

Matthew Huber, 2017


